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ABSTRACT

Multimedia streaming is becoming ever more popular. However,
the Internet does not support streaming with its high bandwidth
and low latency requirements very well. The problem is that QoS
guarantees cannot be given. Hence, communication partners have
to deal with rapidly changing connection parameters. This re-
quires sophisticated streaming concepts that can handle these vary-
ing conditions using adaptation techniques. Adaptation methods
can be dropping layers, dropping access units or transcoding the
contents. But this places specific requirements on the underlying
protocol. This paper identifies and discusses these requirements
and analyzes how existing protocols can meet them. Unfortu-
nately, none of the known protocols can meet all requirements.
Hence, we propose a new adaptation-aware multimedia streaming
protocol that can operate as required in the given Internet envi-
ronment. Furthermore, we show how this protocol can be used to
carry MPEG-4 audio-visual contents.

1. INTRODUCTION

Multimedia streaming allows a client to start playing as soon as a
sufficient portion of the video has been received. But this depends
heavily on the network conditions during play-back. The stream-
ing mode requires certain quality of service (QoS) guarantees from
the networks traversed. Unfortunately, the heterogeneous nature of
the Internet does not allow QoS contracts to be worked out. Hence,
transmission parameters like bandwidth, packet delay, and jitter
depend on the current network load and can vary heavily over time.
Because the Internet relies in most parts on best-effort resource
scheduling techniques, bursty network traffic and congestion can
be observed. Three solutions are possible:

• The client-server pair uses appropriate protocols like RTP/
RTCP [1] to measure network QoS parameters. Using these
measurements, the server adjusts the transmission band-
width. This method is callednon-transparentvideo scaling
as it involves both client and server [2].

• The second method uses layered encoding together with
multiple multicast groups. A receiver joins and leaves mul-
ticast groups depending on the congestion it observes [3].
Hence, adaptation is controlled by the receiver.

• The third method shifts the video adaptation task into the
network [4] because the network routers have timely knowl-
edge about current QoS situations. This is calledtranspar-

entvideo scaling because it does not involve the end nodes
in the quality adaptation process [2].

Our research attempts to use the scalability features provided
by MPEG-4-encoded multimedia presentations together with an
appropriate streaming protocol to enable the network to per-
form transparent video scaling, especially if short-term congestion
events occur.

The paper is organized as follows. First, we present require-
ments that must be satisfied by protocols capable of supporting
transparent video scaling. Based on this, we evaluate how state-
of-the-art protocols satisfy these requirements and show that sev-
eral requirements cannot be fulfilled properly. Consequently, we
introduce a new protocol and describe its transparent video scaling
features. Next, we show how this protocol can be used to carry
MPEG-4 contents and compare its performance to existing solu-
tions. The last section provides concluding remarks.

2. REQUIREMENTS ON ADAPTATION-AWARE
MULTIMEDIA STREAMING PROTOCOLS

Transparent video scaling relies on the capabilities of scaling
nodes that can be cascaded. These scaling nodes are distributed
in the network and act as routing nodes or as proxies with scaling
functionality for their outgoing network links. Scaling nodes can
be divided into two groups:

• Scaling routers. The function of scaling routers extends
the function of ordinary routers. They are able to perform
scaling actions on an active multimedia transmission that
requires low computing power and limited or no state mem-
ory. Such scaling actions may be dropping packets or drop-
ping packet groups.

• Scaling gateways and proxies.These nodes may perform
scaling router tasks, but they have much more processing
power and memory that enables them to perform more com-
plex scaling tasks like transcoding.

Scaling nodes are assumed to become part of the IP networks that
route multimedia streams between server and clients. Clients like
mobile phones or PCs have different properties and hence, they
have different bandwidth requirements. Scaling nodes base their
actions on scaling hints provided by the server and on current net-
work QoS conditions.

Based on this model the following requirements arise:



• Unicast and multicast support. Multicast helps saving
bandwidth as compared to multiple unicast connections.

• Transfer of configuration information in-band. The pro-
tocol to be used should be self-contained. All information
needed to perform scaling actions should be available by
decoding protocol header information and/or special con-
figuration packets. This allows routers to become part of
the processing chain because they are not able to manage
separate configuration ”channels”. Periodic retransmission
of this information allows clients to join ongoing streaming
sessions.

• Multiplexing of streams. Several streams belonging to-
gether like base layer and enhancement layer video should
be multiplexed into one session. This simplifies the task of
scaling nodes because it is not necessary to maintain special
state that relates different sessions together. Furthermore, it
must be possible to mark streams as not to be modified.

• Delivery of scaling guidelines.The protocol should sup-
port the transmission of information that steers the scaling
decision if several actions are available.

• Scaling actions must preserve standards conformance of
streams.Scaling nodes should only perform actions that do
not change streams in a way that makes them undecodable
to standards-conforming clients.

• Support of scaling nodes with different processing ca-
pacities. The protocol should transmit information that al-
lows scaling routers, gateways and proxies to act according
to their abilities.

• Scaling guided by current network QoS conditions.QoS
information may be directly available to router software
from local measurements or may be computed by the pro-
tocol software and communicated upstream.

3. ANALYSIS OF EXISTING MPEG-4 STREAMING
CONCEPTS

Streaming of MPEG-4 encoded audio-visual content over IP net-
works could be realized using the RTP protocol together with
packetization modes. Several packetization modes are under de-
velopment or have been finalized [5, 6, 7, 8].

RTP supports unicast and multicast, but it does not support
broadcast because an upstream connection is required by RTCP.
QoS information can be computed by client nodes and server
nodes using the RTCP sender reports and receiver reports, respec-
tively. RTCP SDES or APP packets can be used to carry config-
uration information in-band. Unfortunately, scaling nodes must
establish relations between RTP and corresponding RTCP connec-
tions to use this information. The packetization modes defined by
[5], [6] and [7] do not support the multiplexing of streams. Stream
multiplexing and hence the delivery of scaling guidelines using a
separate stream is supported by [8]. However, extracting scaling
guidelines out of such RTP streams requires knowledge about the
mapping of media streams onto RTP PDUs and knowledge about
the payload-specific header. Hence, scaling nodes have to rely on
out-of-band configuration information. To support scaling nodes
with limited CPU power, the Differentiated Services model (Diff-
Serv) [9] can be used. However, the assured service per-hop be-
havior [10] does not allow precise steering of the packet dropping
mechanism, only dropping probabilities can be specified.

The concept of thin streams [11] allows to split one media
stream consisting of media access units that contribute differently
to the perceived media quality at the client onto a set of multicast
sessions. A client connects to the lowest layer first. Connections to
the higher layers are established and maintained as long as the loss
rate is below a threshold. Unfortunately, this mechanism provides
no information to scaling nodes in the network to help them select
appropriate packets for dropping.

Thin streams are a suitable basis for network-based adaptation
as long as routers receive information about how to intelligently
drop packets in case of congestion [4].

The stream control transmission protocol [12] provides a
mechanism to multiplex several streams into one session. Data
reliability is a key feature of this protocol, but is not helpful for
video streaming. However, protocol-level congestion control may
render application-level packet scheduling useless.

Although several requirements could be fulfilled at least partly,
support for transparent scaling is difficult to achieve with the pro-
tocols described. It is even more difficult to deliver scaling guide-
lines to scaling routers because there is no way to integrate such
information into already defined header structures in a way that
would enable scaling routers to extract this information efficiently.
Hence, we propose a new streaming protocol that explicitly carries
scaling information.

4. THE ADAPTATION-AWARE MULTIMEDIA
STREAMING PROTOCOL

4.1. General Concept

Like RTP, the adaptation-aware multimedia streaming protocol
(AMSP) is based on the principle of application layer framing [13].
It establishes communication sessions between two or more end-
points. One session connects one sending node (called server) and
one or more client nodes that receive data. A session typically
manages multiple data flows between server and clients. These
data flows are organized as channels and transmit control infor-
mation, media objects, and corresponding metadata. A media ob-
ject consists of a single media stream or a group of related media
streams that can be mapped onto a set of prioritized media chan-
nels. The organization of the protocol facilitates media scaling to
be performed by network nodes, e.g. scaling nodes.

4.2. Channel Concept

To separate layered streams, AMSP provides the concept ofpriori-
tized channels. Each stream out of a set of related multimedia con-
tent streams is mapped to one (simple mode) or more (fine granu-
lar mode) media channels (MCs). The scaling model of the AMSP
protocol assumes that lower priority channels should be dropped
first. Hence, more important media layers should be mapped to
higher priority channels, i.e., channels with lower identification
numbers.

Metadata channels (MDCs) are defined to transmit metadata
like MPEG-7 descriptions. Scaling control channels (SCCs) are
used to transmit scaling hints needed for complex scaling actions
like transcoding. Auxiliary channels (AUXs) allow servers the
inclusion of further streams (e.g. audio and MPEG-4 Systems
streams) into a session that transmits scalable video contents. This
simplifies client design because the number of AMSP sessions that
must be maintained concurrently is reduced.



The control channel (CC) is a predefined channel that is used
to send control and configuration information like the usage of
other channels in-band. This simplifies the implementation of scal-
ing routers because it is not necessary to manage separate control
connections and to handle the relationships between multiple con-
nections.

Thesimple modeallows to establish a one-to-one relationship
between streams and AMSP channels. In case a media object con-
sists of only one or a few elementary streams (ESs), scaling deci-
sions suffer from a coarse granularity due to the limited number
of streams. To overcome this, we provide a mechanism to map
such objects onto a set of channels in a regular way (see figure 1).
A mapping module implemented by the application has to divide
a set of incoming ESs belonging to the media object into access
units (AUs) or fragments thereof that can be mapped onto AMSP
packets. These packets are forwarded onto a bundle of channels
such that higher-priority packets (i.e. packets that should be dis-
carded with lower preference) will be assigned to lower-numbered
channels.

Figure 2 illustrates this using an MPEG-4 Visual ES that con-
tains I-, P- and B-Frames. In this example, it is assumed that
scaling in network nodes consists of dropping frames. I-Frames
will be referenced by all other frame types. Hence, these frames
should not be dropped. P-Frames will be referenced by B-Frames.
Hence, they should be mapped to the next MC. B-Frames will be
distributed over the remaining MCs such that holes in the packet
flow due to frame dropping occur at nearly regular intervals. In
this case, two further MCs are appropriate.

In fine granular mode, each coded AU of an MPEG-4 Visual
FGS ES could be split such that groups of bitplanes are mapped
onto separate AMSP packets that are inserted into MCs corre-
sponding to the importance of these bitplane levels. This mapping
mechanism enables even scaling routers to perform scaling actions
with a much finer granularity than the simple mode would allow in
this case. Furthermore, because scaling routers act at the level of
channels they do not need further information about the encoding
or type of the media data.
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Fig. 1. AMSP channel concept

To enable clients to join existing multicast or broadcast ses-
sions that are running, channel setup messages will be sent peri-
odically. Hence there is no need to establish session control via
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Fig. 2. Mapping video AUs onto a set of channels

RTSP or similar protocols for such situations.
AMSP specifies only the encoding of the common parts of the

CC. The encoding of all other channels must be defined by chan-
nel specifications. A channel specification defines the mapping of
encoded AUs onto messages carried by a specific channel. This
may depend on the encoding of the media data to be transmitted.

A channel specification that allows the mapping of synchro-
nization layer (SL) [14] encapsulated MPEG-4 AUs onto AMSP
packets has been defined.

5. SCALING AMSP SESSIONS

We propose two methods to scale media streams inside the net-
work. The first method is based on the channel concept. Scaling
routers simply drop channels if the bandwidth of the outgoing link
is lower than the bandwidth that the full AMSP session would re-
quire. If a set of consecutive B-Frames is mapped onto a set of
channels, channel dropping would result in the dropping of some
of the B-Frames. The second method is based on media transcod-
ing. Scaling proxies receive encoded scaling hints. Based on this
information, these nodes may perform more complex media trans-
formations. The first mechanism is independent of media encoding
standards. The second mechanism depends on the media encoding
used because transcoding does as well.

6. QOS FEEDBACK AND RETRANSMISSION

AMSP allows clients and scaling nodes to send QoS feedback to
the server. The server may permit a limited set of clients to send
ACK or NACK messages together with retransmission requests.
The server answers such requests using dedicated retransmission
channels. To achieve a reasonable interleaving of priorities, each
ordinary channel is assigned to one retransmission channel that has
a priority level directly above the priority of the ordinary chan-
nel. Hence, priority is given to important packets and important
retransmission packets.

7. PERFORMANCE EVALUATION

An initial implementation of AMSP has been developed. This in-
cludes AMSPlib, a C++-based implementation of the protocol, and
AMSProuter, a module that fits into the Linux 2.4.x router and traf-
fic control framework.

First, we compare AMSPlib to UDP and RTP-based stream-
ing solutions for MPEG-4 elementary streams. All implementa-
tions are our own solutions. Preliminary performance results (see
figure 3) show that AMSPlib performs well. However, further opti-
mization of the library is appropriate, because there is a significant
performance gap to UDP and RTP especially for small packets.



Please note that RTP together with FlexMux packetization per-
forms poorly because simple mode was used and each SL packet
has been mapped onto one RTP packet.
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Fig. 3. Performance of AMSPlib compared to UDP and RTP

The second test demonstrates the ability of the AMSProuter
to drop packets according to their priority. To achieve this, a
512 kBit/s stream with 30 fps has been sent. The size of the frames
has been chosen such that I- and P-Frames including headers fit
into 64 kBit/s and that B-Frames with relative priority 3 fit into
another 64 kBit/s. Fragmentation was done by AMSPlib. The
outgoing link of the router was limited to 512 kBit/s, 256 kBit/s,
128 kBit/s and 64 kBit/s for approximately 10 s each. Figure 4
shows one dot for each AU that has been received. Incomplete
AUs are ignored. As expected, AMSProuter honors packet priori-
ties very well.
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Fig. 4. AMSProuter handling bandwidth limitations

8. CONCLUSIONS AND FURTHER WORK

As shown in this paper, state-of-the-art protocols and techniques
for multimedia streaming do not satisfy all requirements of media

scaling. Therefore, we have developed and presented a new multi-
media streaming protocol (AMSP) with built-in support for trans-
parent video scaling. The results presented show that network-
based transparent scaling is feasible within the IP-based Internet.
Our future work focuses on QoS feedback and retransmission.
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